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Simulation of enzymatic cellular reactions complicated by phase separation
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We present two-dimensional Monte Carlo simulations of enzymatic cellular reaction occurring via the
Michaelis-Menten scheme in the case of attractive interactions between the reaction products. The model
employed predicts phase separation in the cell provided that the reaction is relatively fast. The shape of the
corresponding patterns varies from a few separate islands to a large patch located in the center of the cell. The
fluctuations of the reaction rate during such regimes are found to be much higher than those predicted by the
Poissonian distribution.
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I. INTRODUCTION

In chemical reactions occurring far from equilibrium
spontaneous spatial self-organization is possible if reac
diffusion is coupled with chemical feedback. This semin
conclusion was drawn by Turing@1,2# in 1952. Since then
this phenomenon or, more specifically, reactant segrega
and standing or traveling waves have attracted consider
attention from chemists, physicists, and biologists@3–6#.
Traditionally, these processes are described by using
mean-field reaction-diffusion~MFRD! equations based o
the conventional mass-action law. In particular, this a
proach ~or simulations using lattice-gas automata@7# with
similar rules! was used to analyze the pattern formation
individual cells@8–12# ~for recent observations of travelin
patterns in separate living cells, see Ref.@13#!. Despite the
available advances@7–13#, the understanding of the mech
nisms and kinetics of the spatiotemporal self-organization
cells is still a challenging problem. Its complexity has tw
counterparts. The first one is connected with a multitude
elementary reaction steps occurring in cells. Often, the s
are not well established and the information on their r
constants is limited or lacking. Under such circumstanc
one is usually enforced to employ reduced generic reac
schemes with the corresponding MF or MFRD kinetic eq
tions based on the mass-action law@11,14–16#. The second
aspect of the problem under consideration is that the ap
cability of the mass-action law to the enzymatic cellular
actions is often questionable@17#. The reasons are as fo
lows:

~i! Reactants are supplied into cells via external me
branes. Thus, the cellular reactions occur in small confi
volumes with the corresponding boundary conditions.

~ii ! Cell structure is often highly inhomogeneous. For e
ample, eukaryotic cells contain several specialized comp
ments separated by internal membranes@18#.

~iii ! The mass-action law is applicable to reactions of
Poissonian type. The internal dynamics of complex biolo
cal molecules or assemblies of molecules may however
sult in non-Poissonian effects@17,19#. In particular, due to
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the complexity of the energy landscape of such molecu
the distribution of the reaction times may be broader than
Poissonian one~in other words, the average reaction tim
may be shorter than the variance about the mean!.

~iv! Enzymatic reactions may be accompanied by ph
separation of reactants due to attractive reactant-reactan
teractions. If this is the case, the mean-field approximatio
no longer applicable.

Our work is focused on factor~iv!, i.e., we treat enzy-
matic cellular reactions complicated by phase separation
reactants. Concerning this subject, it is appropriate to n
that in a more general context the patterns related to ph
separation under the steady-state chemically reactive co
tions were studied by Glotzeret al. @20#. Using Monte Carlo
~MC! simulations, they explored the simplestA
B reaction
in a binary mixture during spinodal decomposition. Emplo
ing the Kawasaki dynamics to exchange nearest-neigh
~NN! molecules, Glotzer et al. obtained that a combination
the reaction and spinodal decomposition results in the for
tion of well-developed labyrinthine structures~for related
more recent studies, see Ref.@21#!. There are also a few
simulations of catalytic reactions occuring on a solid surfa
and accompanied by phase separation resulting from at
tive adsorbate-adsorbate interactions~see the review in Ref.
@22#!. Experimental observations of phase separation in
catalytic reactions are numerous@23,24#, but as a rule the
reports on this phenomenon are connected rather w
adsorbate-induced surface restructuring than with attrac
interactions between adsorbed particles~see the reviews
@23,25# and recent simulations@26#!. Phase separation in ce
lular reactions catalyzed by enzymes was never analyzed
fore, because direct experimental data on such reaction
gimes are lacking. There are, however, general theore
arguments and indirect experimental data indicating that
phenomenon may be important in cells.

Appealing to general theory, we may recall that one of
main functions of enzymes is to cleave long biological m
ecules in shorter fragments. Such fragments often con
parts which are more hydrophilic or hydrophobic compar
to the initial species. The hydrophobic-hydrophobic intera
tion is usually attractive. The hydrophilic-hydrophilic inte
action may be attractive as well. Thus, both these inter
tions may result in reactant aggregation.

Concerning experiment, we may refer to protein adso
©2000 The American Physical Society08-1
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tion. In the past~about ten years ago!, the general opinion
was that aggregation of adsorbed proteins is a rare e
~see, e.g., the reviews in Ref.@27#!. Then, with the develop-
ment of new experimental techniques, it has, however, b
found that proteins, adsorbed at a gas-liquid interface tha
clean or covered by a lipid monolayer, often form mes
copic one-molecule thick islands with sizes up to 100mm
~for a review of proteins which may undergo 2D phase se
ration, see Refs.@28,29#!. One of the best examples here
2D crystallization of streptavidin at a biotinylated lipid lay
@30#. In this case, the formation of large 2D islands~up to
;100 mm) occurs within minutes across a pH range fro
1.5 to 11~with increasing pH, the streptavidin structures va
ies from needle-shaped crystals with P1 and/or P2 symm
at 1.5<pH<5 to more isotropic X, H or rectangular C22
islands at 7<pH<11). In analogy with protein adsorption
one may expect that phase separation in cells is more c
mon than it is considered now.

Taking into account the arguments above, we believe
exploring phase separation in enzymatic cellular reacti
merits attention, especially if one takes into account that
problem is of interest from a physical point of view.

II. MODEL

In cells, enzymatic catalytic reactions usually run via a
of elementary steps occurring via the Michaelis-Men
scheme@14,15,31#,

S1E
SE
P1E, ~1!

whereS is the substrate,E is the enzyme,SE is the substrate-
enzyme complex, andP is the product. In the case of cleav
age of long chains,P should actually be replaced by tw
molecules. To not obscure the main message, we treat b
the simplest generic case when the reaction runs via
steps,

S1E→SE→P1E, ~2!

including the formation ofSE and rapid irreversibletransi-
tion to P1E. The latter step is assumed to be realized i
mediately after formation ofSE. The concentration ofSE is
accordingly considered to be negligibly low.

In our MC simulations, the cell is represented by a 2
L3L square lattice. Each lattice site can be occupied only
one particle (S, P, or E). Diffusion of S and P occurs via
jumps to NN vacant sites. Both processes are assumed
relatively rapid and run with the same rate.~In principle, in
analogy with the Ising model, one could include theS-P
exchange acts into the reaction scheme. It might slightly
cilitate phase separation. In cellular reactions, the excha
processes are, however, hardly possible.! Diffusion of E is
neglected, because the molecular weight of enzymes is
sidered to be larger than those of the reactants. Reactio~2!
is realized betweenS andE particles located in NN sites.

In cells, the reactant supply and removal usually occur
special membrane proteins. In our present simulations,
distribution of membrane proteins is considered to be hom
geneous, so that there are no preferable patches for supp
01190
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removal of reactants. In this case, there is no need to t
membrane proteins explicitly. Instead, we may simply p
scribe to the boundary sites the effective probabilities of
actant supply or removal.

To incorporate phase separation into the scheme ab
the interaction between NNP particles is considered to b
attractive,e1,0. The other interactions are neglected. In th
case, the critical temperature, given by the well-known O
sager equation, isTc50.567ue1u/kB .

With particle-particle interactions, the rate constant of
elementary rate process for a given arrangement of parti
can be represented as@32#

ki5k+ exp@2~e i* 2e i !/kBT#, ~3!

wherek+ is the rate constant corresponding to the case w
the sites adjacent to the particles participating in the proc
are vacant,e i ande i* are the lateral interactions~in the initial
and activated states! of these particles with adjacent pa
ticles, andi is the subscript characterizing the arrangeme

In MC simulations, the probabilities of elementary ste
should be dimensionless. Practically, this means that the
constants of various steps should be normalized to the
constant of the fastest step so that the probability of this s
is equal to unity@33#. In our simulations, the fastest pro
cesses are considered to beSandP diffusion. The probabili-
ties of S jumps to NN vacant sites,pdif51, andS supply in
and removal out of the cell,pS

in,1 andpS
out,1, are assumed

to be independent of the arrangement of adjacent partic
because forS particles e i* 5e i50. The effect of particle-
particle interactions on the probability of reaction~2!, pr
<1, is neglected as well. For the dimensionless probabili

FIG. 1. S and P concentrations~per site! and reaction rate (P
molecules per site per MCS! as a function of time fore1 /kBT5

23, L5100, NE550, pS
in50.01, pS

out51, pP
out50.1, and pr

50.001. The interval between the data points is 100 MCS. T
reaction rate is calculated as the average over 100 MCS.@In this
case, the steady-state reaction rate is about 2. This correspon
the formation of about 200P molecules during 100 MCS. Accord
ing to the Poissonian distribution, the root-mean-square devia
~RMSD! from this number should be about 15. The correspond
RMSD from the reaction rate is about 0.15. The latter value
comparable with the average amplitude of fluctuations of the re
tion rate.#
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FIG. 2. S ~plus signs!, P ~filled
circles!, andE ~open circles! par-
ticles on the 1003100 lattice att
5107 MCS for pr50.001 ~a!,
0.007 ~b!, 0.01 ~c!, 0.1 ~d!, and 1
~e!. The values of the other pa
rameters are the same as in Fig.
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of P jumps to NN vacant sites and out of the lattice, we u
the so-called initial-state dynamics@22,32#, corresponding to
e i* 50, i.e.,

pn
dif5exp~e1n/kBT!, ~4!

pn
out5poutexp~e1n/kBT!, ~5!

wheren is the number of NNP particles~note thatpn
dif51

for n50; this means that the maximum rate ofP diffusion is
the same as that ofS diffusion!. This is the simplest physi
cally reasonable dynamics compatible with the detailed b
ance principle. If necessary, one can use another dyna
for P diffusion. For the reaction under consideration, t
01190
e
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qualitative conclusions are expected to be independent o
details of the dynamics as long as it satisfies the deta
balance principle.

III. ALGORITHM OF MC SIMULATIONS

To simulate the reaction under consideration, we first d
tribute NE E particles on theL3L lattice at random. Then
we choose randomly sites on the lattice and realize elem
tary processes involved into the game as follows:

~i! If the site chosen is vacant, there are three optio
depending on its location. For the vacant site located ins
theL3L lattice, the trial ends. The vacant site located on
boundary is occupied byS with the probability pS

in . The
corner vacant site is occupied bySwith the probability 2pS

in ,
8-3



a
s
-

nd
2

-

nd

o-

c

c-
on

ti

at

is
of

dy-

y

a-

te

V. P. ZHDANOV PHYSICAL REVIEW E 63 011908
because such site has two sides contacting the sites loc
outside theL3L lattice.~The filling of vacant boundary site
by S mimics S supply into the cell via the external mem
brane.!

~ii ! If the chosen site~site 1! is occupied byS, one of the
NN sites~site 2! is selected at random. If site 2 is vacant a
located on theL3L lattice,S is replaced from site 1 to site
~this step mimicsSdiffusion!. If site 2 is occupied byE, S is
replaced byP with the probabilitypr @this step mimics reac
tion ~2!#. If site 2 is outside theL3L lattice ~this is possible
if site 1 is located on the boundary!, S is removed from site
1 with the probabilitypS

out ~this step mimicsS jumps from the
cell!. If site 2 is occupied byS or P, S remains in site 1.

~iii ! If the chosen site~site 1! is occupied byP, one of the
NN sites~site 2! is selected at random. If site 2 is vacant a
located on theL3L lattice,P is replaced from site 1 to site
2 with the probabilitypn

dif given by Eq.~4! ~this step mimics
P diffusion!. If site 2 is located outside theL3L lattice,P is
removed from site 1 with the probabilitypn

out defined by Eq.
~5! ~this step mimicsP jumps from the cell!. If site 2 is
occupied,P remains in site 1.

~iv! If the site chosen is occupied byE, the trial ends.
Initially ~at t50), the lattice is considered to be free ofS

andP. Time is calculated in MC steps~MCS!. 1 MCS cor-
responds toL3L attempts to realize one of the rate pr
cesses. The kinetics were run up tot5107 MCS. Such a
duration of runs was proved to be sufficient in order to rea
the steady-state reaction regime.

IV. MEAN-FIELD EQUATIONS

To rationalize the results of MC simulations, it is instru
tive first to present the conventional mean-field equati
describing the time dependence of the number ofS and P
particles on the lattice,NS and NP , in the case when the
reaction is so slow that phase separation and concentra
gradients are negligible. To obtain the equation forNP , we
note that the rate ofS supply into the lattice is given by
4LpS

in , where 4L is the length of boundaries. The rate ofS

FIG. 3. S and P concentrations~per site! and reaction rate (P
molecules per site per MCS! as a function of time forpr50.01~the
values of the other parameters are the same as in Fig. 1!. The
interval between the data points is 1000 MCS. The reaction ra
calculated as the average over 100 MCS.
01190
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jumps out of the lattice is (pS
out/L)NS @this is a product of the

length of boundaries, 4L, the jump probability,pS
out/4 (pS

out is
divided by 4, because the direction of jumps is chosen
random!, and the concentration~per site! of S particles,
NS /L2#. The reaction rate is represented aspr(NE /L2)NS ,
whereNE /L2 is theE concentration~per site!. Thus, we have

dNS /dt54LpS
in2~pS

out/L !NS2~pr /L
2!NENS . ~6!

For theP particles, one can obtain in analogy

dNP /dt52~pP
out/L !NP1~pr /L

2!NENS . ~7!

The equations above hold provided that the reaction
slow. This means that the third term in the right-hand part
Eq. ~6! can be neglected. In this approximation, the stea
state reaction regime is described as

NS54L2pS
in/pS

out, ~8!

NP5
4LprpS

inNE

pP
outpS

out
. ~9!

According to Eq.~9!, theP concentration per site is given b

cP[NP /L25
4prpS

inNE

LpP
outpS

out
. ~10!

On the other hand, the criticalP concentration for phase
separation is defined by the Onsager equation,

cP
c 5$12@12„sh~e1 /2kBT!…24#21/8%/2. ~11!

Phase separation is negligible if

cP,cP
c . ~12!

This condition is fulfilled provided thatpr @in Eq. ~10!# is
relatively small.

V. RESULTS OF SIMULATIONS

Our model contains the following parameters:e1 , L, NE ,
pr , pS

in , pS
out, andpP

out. To illustrate the effect of phase sep

is

FIG. 4. As Fig. 3 forpr50.1.
8-4
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ration on the reaction kinetics, we useNE550, pS
in50.01,

pS
out51, andpP

out50.1 ~with these parameters theS transport
in and out of the cell and theP removal from the cell are
relatively fast!. The bulk of simulations was executed forL
5100 ande1 /kBT523. The reaction probabilitypr was
varied in a wide range in order to show the transition fro
the case when phase separation is negligible to the situa
when phase separation is significant.

The reaction kinetics forpr50.001 are exhibited in Fig. 1
In this case, theP concentration is small and according
phase separation is negligible@Fig. 2~a!#. Under such cir-
cumstances, the transition to the steady-state regime is
trolled by S diffusion. This process is relatively rapid. I
particular, the steady state is reached already att.104 MCS
~for this reason, we show the reaction kinetics only fot
<53104 MCS!. The steady-stateS concentration~per site!,
cS[NS /L2, is close to 0.04 as expected from Eq.~8!. The
fluctuations in the reaction rate are close to those predi
by the Poissonian distribution.

Phase separation starts atpr.0.007. First, theP phase is
located in the center of the cell@see Fig. 2~b! for pr50.007#.
The P aggregation near the cell boundaries is not favora
because theP concentration in the latter region is sma
With increasingpr up to 0.01, the size of theP-phase region
slightly increases@Fig. 2~c!#. With further increase ofpr , the
P-phase region becomes circular@see Fig. 2~d! for pr50.1#.
For the maximum reaction rate,pr51, almost the entire cel
is filled by P @Fig. 2~e!#.

Typical reaction kinetics complicated byP aggregation
are shown in Figs. 3 and 4 forpr50.01 and 0.1. In both
cases, the time scale characterizing the transition to
steady-state regime is much longer than that correspon
to the situation when there is noP aggregation~Fig. 1!,

FIG. 5. As Fig. 2~d! for e1 /kBT522.
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because the process is limited by the slow growth ofP is-
lands. The fluctuations of the reaction rate are much hig
compared to those expected on the basis of the Poisso
distribution, because in addition to fluctuations ofSparticles
the number of enzymes really participating in the react
fluctuates as well~a considerable part of enzymes is block
by P molecules and accordingly does not participate in
reaction!.

Finally, we show theP patterns predicted for higher tem
perature~Fig. 5 for e1 /kBT522) and a larger lattice size
~Fig. 6 forL5200). In the former case, the boundaries of t
P patch are much more disordered compared to those
served fore1 /kBT523 ~Fig. 2!. With increasingL ~Fig. 6!,
the averageE concentration becomes lower and the con
tions for theP aggregation are fulfilled only locally. For thi
reason, theP particles form a few islands.

VI. CONCLUSION

Employing the generic 2D model of enzymatic cellul
reactions accompanied by reactant phase separation, we
shown that this phenomenon is possible if the reaction
relatively fast. The shape of the patterns of a new phase
vary from a few separate islands to a large patch locate
the center of the cell. In real cells, the conditions for pha
separation are expected to hold only in rare cases~in fact,
phase separation may destroy normal regulation in the c!.
Identification of such cases is of interest from the point
view of general theory of cellular reactions and statisti
physics.
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